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ABSTRACT

We deployed a dense seismic array to image the shallow structure
in the injection area of the Brady Hot Springs geothermal power
plant in western Nevada. The array was composed of 238 three-
component, 5 Hz nodal instruments, 8700 m of distributed
acoustic sensing (DAS) fiber-optic cable (FOC) installed horizon-
tally in surface trenches, and 400 m of FOC installed vertically in
a borehole. The geophone array had about 60 m instrument spac-
ing in the target zone, whereas DAS channel separations were
about 1 m with an averaging (gauge) length of 10 m. The acquis-
ition systems provided 15 days of continuous records, including
active-source and ambient noise signals. A large vibroseis truck
was operated at 196 locations, exciting a swept-frequency signal
from 5 to 80 Hz over 20 s using three vibration modes (vertical,
longitudinal, and transverse), with three sweeps per mode at each
site. Sweeps were repeated up to four times at each site during
four different stages of power plant operation: normal operation,
shutdown, high and oscillatory injection and production, and
normal operation. After removal of the sweep signal from the raw
data, the first P-wave arrivals were automatically picked using a
combination of methods. The travel times were then used to in-
vert for the 3D P-wave velocity structure. Models with 100 m
horizontal and 20–50m vertical node spacing were obtained, cov-
ering an area 2000 m by 1300 m, with acceptable resolution ex-
tending to about 250 m below surface. The travel-time data were
fit to a root mean square (rms) misfit of 31 ms, close to our esti-
mated picking uncertainty. Lateral boundaries between high and
low velocity zones agree relatively well with the location of local
faults from previous studies, and low near-surface velocities
are associated with faults and fumarole locations. A sharp increase
in velocity from < 1500 to > 2000 m=s at approximately 50 m
below the ground surface in many parts of the study area may
indicate a shallower water table than expected for the region.

INTRODUCTION

The Poroelastic Tomography by Adjoint Inverse Modeling of
Data from Seismology, Geodesy, and Hydrology (PoroTomo)

project is an integrated, multidisciplinary assessment of meth-
ods for shallow geothermal reservoir characterization and
monitoring. The natural laboratory of the Brady Hot Springs
geothermal power plant was chosen as the site for the Poro-
Tomo project, in part due to the presence of multiple shallow
subsidence signatures shown in satellite interferometric syn-
thetic aperture radar (Ali et al., 2016). The project’s goal is to
assess an integrated technology for characterizing the physical
properties of a shallow volume of the area where the subsidence
is occurring, using multiple geophysical methods (Feigl and
PoroTomo Team, 2017, 2018). In this article, we report results
from P-wave first arrivals seismic tomography using vibroseis
sources recorded on a combined array of distributed acoustic
sensing (DAS) and 238 three-component, 5-Hz FairfieldNodal
seismic nodes. We compare the resulting velocity models with
regional geologic maps and hydrologic data.

GEOLOGIC BACKGROUND
Several bands of geothermal fields stretch across the
northwestern Great Basin in the United States (Fig. 1). The
Humboldt Structural Zone is one such feature and includes sev-
eral high-temperature geothermal systems with temperatures in
excess of 160°C (Faulds et al., 2004). Volcanism in the region
ceased between 10 and 3 Ma (Faulds et al., 2006), and many of
the geothermal systems are considered to have amagmatic heat
sources (Faulds et al., 2004). North-northeast-striking faults
orthogonal to the direction of the regional extension are con-
sidered to be the primary control on the location and structure
of the geothermal systems (e.g., Faulds et al., 2004, 2006; Faulds,
Moeck, et al., 2010).

Most of the geothermal systems in this region are found in
areas with steeply dipping (> ∼50°) normal fault zones rather
than range-front faults (Faulds et al., 2006). At these normal
fault zones, fractures appear to facilitate deep circulation of
thermal waters (Faulds et al., 2004, 2006). In particular, local
structural features in the fault system such as step-overs and
jogs are the common sites of geothermal systems (Faulds et al.,
2004). Faulds et al. (2003) suggest that a small component of

doi: 10.1785/0220180085 Seismological Research Letters Volume XX, Number XX – 2018 1

SRL Early Edition



sinistral shear associated with many en echelon overlapping
normal faults combined with the regional extension leads to
locally greater fault and fracture density. Permeable strati-
graphic units are also important for localizing geothermal res-
ervoirs and facilitating fluid transmissivity (Faulds et al., 2003).

Brady geothermal field is located in the Hot Springs
Mountains. The geology of the region consists of Mesozoic
plutonic–metamorphic basement overlain by late Oligocene to
late Miocene volcanic and sedimentary rocks (Faulds and Gar-
side, 2003; Faulds, Coolbaugh, et al., 2010; Faulds, Moeck,
et al., 2010; Faulds et al., 2012; see Fig. 2). The Hot Springs
Flat basin that lies to the west of the Hot Springs Mountains
consists of late Miocene to Quaternary basin-fill sediments
with the Quaternary sediments dominated by lacustrine depos-
its (Faulds and Garside, 2003; Faulds, Coolbaugh, et al., 2010;
Faulds, Moeck, et al., 2010; Faulds et al., 2012). The region

is broken into multiple north-northeast-trend-
ing blocks by north-northeast-striking normal
faults (Fig. 2). Multiple dating methods indicate
that the major episode of extension occurred
from 13 to 9 Ma (Faulds et al., 2006; Faulds,
Coolbaugh, et al., 2010).

The Brady fault zone forms the
northwestern boundary of the Hot Springs
Mountains and is the main structural control
in the Brady geothermal field (Faulds, Moeck,
et al., 2010). It dips 60°–80° to the northwest
(Jolie et al., 2015), with the main fault accom-
modating ∼150 m of throw (Benoit et al.,
1982; Faulds et al., 2003). The surface expres-
sion of the geothermal field extends 4 km along
the Brady fault zone as fumaroles, warm ground,
sinter deposits, and mud pots (Faulds, Cool-
baugh, et al., 2010; Faulds, Moeck, et al., 2010;
Jolie et al., 2015). A geologic map of the Brady
study is shown in Figure 2, and the locations of
surface geothermal features and major faults are
shown in Figure 3a.

DATA AND METHODS

The PoroTomo Project deployed several sets
of instruments at the Brady Geothermal power
plant in March 2016 (Feigl and PoroTomo
Team, 2017, 2018). In conjunction with that
deployment, the operation of the power plant
was intentionally varied to produce four different
time intervals of injection and production
activity, constituting the four stages of this ex-
periment. The first stage was characterized by
normal rates of injection and extraction by the
power plant, the second stage was characterized
by limited fluid extraction from or injection into
the reservoir (the plant was shut down for main-
tenance), the third stage was characterized by
high and variable rates of injection and extrac-

tion, and the fourth stage was characterized by a return to nor-
mal injection and extraction rates.

The seismic instrumentation used for our tomographic
modeling consisted of a nodal array and a DAS system. The
nodal seismic array, consisting of 238 three-component, 5-Hz
FairfieldNodal Z-L and 3C instruments, was deployed over an
∼2000 m by 1300 m area. In the central 1500 m by 500 m part
of the array, these instruments were spaced approximately 60 m
apart, with the outer portions of the array having approxi-
mately 200 m spacing (Fig. 3b). For the DAS system, 8700 m
of 6.1 mm abrasion- and rodent-resistant fiber optic cable with
acrylate-coated fibers rated to 85°C was deployed in backfilled
trenches at a depth of∼0:5 m throughout the field area (Fig. 3b).
DAS is a recently developed technology that has been used pri-
marily for vertical seismic profiling in oil and gas reservoirs
(Mestayer et al., 2011; Mateeva et al., 2014), but has also been

▴ Figure 1. Map of geothermal fields in the Great Basin, modified from Faulds
et al. (2004). Geothermal field belts are the Sevier Desert (SD), Humboldt Structural
Zone (HSZ), Black Rock Desert (BRD), Surprise Valley (SV), and Walker Lane Geo-
thermal (WLG). Circles are geothermal systems; white for maximum temperatures
below 160°C and black for maximum temperature above 160°C. Star marks Brady
Hot Springs geothermal field. ECSZ, eastern California shear zone. The color
version of this figure is available only in the electronic edition.
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used in small-scale surface or near-surface deploy-
ments (Daley et al., 2013; Lancelle, 2016; Zeng
et al., 2017; Castongia et al., 2017; Dou et al.,
2017; Wang et al., 2018). A DAS interrogator
system sends a very short laser pulse into the fiber
at a high repeat rate, and the interrogator records
the returning arrivals from Rayleigh scattering
off imperfections within the cable. Seismic waves
deform the cable, affecting the two-way travel
time of the returned laser pulses. Consecutive
pulses are then captured to estimate the strain
rate of the seismic waves on the DAS cable. Laser
pulses were recorded and interpreted with a
Silixa interrogator system. The interrogator re-
corded return arrivals from approximately every
meter along the cable, with a spatial averaging
length of 10 m. Some 370 m of 3.2 mm fiber in
metal tube cable with carbon-polyimide-coated
fibers rated to 150°C was also deployed down
an observation well (Fig. 3b) to provide sampling
to greater depths. However, because of deploy-
ment delays, the downhole cable was only in-
stalled in time to record stages 3 and 4 and no
infill was available to increase coupling to the
wellbore casing (and thus the rock formation).
Usable borehole DAS data were limited to depths
greater than∼160 mbelowsurface(Z∼1090 m),
where we infer that the casing is adequately
cemented to the surrounding rock. The nodal
and horizontal DAS arrays provided 15 days

▴ Figure 3. (a) Map of geothermal surface features at Brady Hot Springs geothermal field, from Coolbaugh et al. (2004), with 10 m
elevation contour intervals. Elevations are meters above the WGS84 ellipsoid. The box corresponds to the target region, the densest
part of the nodal seismometer array. (b) Map of instrument array and vibrator locations, with 10 m elevation contour intervals. Elevations
are meters above the WGS84 ellipsoid. The white box corresponds to the target region, the densest part of the nodal seismometer array.
DASH is the horizontally deployed distributed acoustic sensing (DAS) cable (wide line segments) and DASV is the location of the vertically
deployed DAS cable, that is, in a borehole (circle). The color version of this figure is available only in the electronic edition.
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▴ Figure 2. Simplified geologic map of the Brady geothermal field modified from
Faulds et al. (2017). The black rectangle corresponds to the target region where the
seismic nodes were closely spaced. The surface geothermal features mapped by
Coolbaugh et al. (2004) have been overlaid approximately. The white strip denotes
the approximate location of Interstate highway 80. The color version of this figure is
available only in the electronic edition.
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of continuous records. The vertical DAS array
provided 7 days of continuous records.

A large vibroseis truck, a 285 kN high-force
tri-axial shaker known as “T-Rex” and owned
and operated by the University of Texas at Aus-
tin, was used to generate the active-source seis-
mic signals (Stokoe et al., 2004). It was operated
at 196 locations (Fig. 3b), occupying each loca-
tion up to four times over the course of 15 days,
once for each stage. It excited a swept-frequency
signal from 5 to 80 Hz over 20 s using three
vibration modes, vertical, longitudinal, and trans-
verse, for a total of 6633 vibroseis events. Only
results from the vertical vibration mode are
presented as it produced the strongest P-wave
signals.

Survey-grade Global Positioning System
equipment was used to survey each of the nodal
seismometer locations, the locations of DAS
fiber-optic cable channels (those channels iden-
tified by a tap test), and the vibroseis source
locations. Source and node orientations were
measured with compasses. Positions are accurate
to 5 cm and source orientations to 1°.

Data Processing
Although swept-frequency sources have the ad-
vantage of repeatability, the nonimpulsive nature
of a swept-frequency source makes it difficult
to determine the first arrival of seismic waves
(Fig. 4b). In order to see the equivalent of a first
arrival, one must first remove the swept-fre-
quency signal from the waveforms. To this end,
several different methods have been developed
(Brittle et al., 2001; Ikuta et al., 2002; Saiga et al.,
2006; Li et al., 2013). The two most common
methods are source signal cross correlation and
deconvolution (Brittle, 2001). We used a linear combination of
seismic data from accelerometers located on the reaction mass
and the base plate of T-Rex for each vibe record as the source
signal (Fig. 4a), except for a small number of cases when that
record was unavailable. In those cases, the theoretical (“pilot”)
sweep was used instead. A comparison of the two methods
of source signal removal on example data from Brady showed
that their results were very similar, but a slightly higher sig-
nal-to-noise ratio (SNR) was obtained with the cross-correlation
method, so it was chosen for removing the sweep signal. An
example is shown in Figure 4c,d. The next step was to stack
the cross-correlation waveforms to further improve the SNR.
Stacks involved all instances of a sweep mode at a vibe point for
each stage of the experiment. Stacking was carried out after cross
correlation, as the source waveform was unique for each sweep.

In order to process the large volume of waveforms and to
maximize the number of picks, it was necessary to use an
automatic phase arrival picker. There is no standard method for
picking first P-wave arrivals from vibroseis data, so we tested

several autopickers using a spatially representative subset of
the data during stage 2 when the background noise was lowest.
The autopickers with the best results were an Akaike information
criterion (AIC) algorithm (Sleeman and Van Eck, 1999; Akram
and Eaton, 2016) and a short- and long-term average ratio (STA/
LTA) algorithm (Trnkoczy, 2009; Akram and Eaton, 2016).

Based on success in comparison to analyst picks and more
consistent distance versus time trends, we initially chose to use
the AIC autopicker. To improve the quality of the picks,
we ran a 3D tomographic inversion using the picks from this
data subset that fell within the predominant travel-time trend
with distance. From the resulting model, we generated a set of
predicted travel times from all vibe points to all receivers. Sub-
sequent runs of the autopicker picked the best arrival within
0.1 s before and 0.2 s after the predicted travel time for each
receiver–source pair (Fig. 5a). These new bounds were able to
account for variations in travel time (late arrivals were more
likely than early arrivals) while reducing the size of the picking
window on average.
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▴ Figure 4. (a) Example of a source sweep recorded at the vibroseis truck. (b) Ex-
ample of the raw data for the same sweep recorded at a nodal seismometer located
440 m away. (c) The same raw waveform zoomed in to the time of the initial sweep
signal arrival. (d) Cross-correlation results zoomed in to show the first arrival.

4 Seismological Research Letters Volume XX, Number XX – 2018

SRL Early Edition



After applying the AIC autopicker to more data, we ob-
served that it typically failed to correctly pick the P-wave arrival
for waveforms from stations within 150 m of the source.
It often picked the secondary air-wave arrival instead of the
P-wave arrival due to the greater energy of the air wave at those
distances. To obtain these near-distance arrivals, we elected to
use the STA/LTA autopicker when the recorder was within
150 m of the source (Fig. 5b). The total number of picks
was 44,268 for stage 1, 38,719 for stage 2, 41,520 for stage 3,
and 42,518 for stage 4.

To weight the travel-time picks from the nodal data for
the tomographic inversion, SNR was measured for each pick.
These SNR values were calculated by dividing the root mean
square (rms) amplitude of a window 0.2 s after the pick time by
the rms amplitude of a window 0.2 s before the pick. The noise
window was chosen to be directly before the pick rather than at
a fixed time with no signal because it was desirable to penalize
picks of the air-wave arrival rather than the P-wave arrival. Be-
cause of the strength of the air-wave arrival in some of our
waveforms from the nodal seismometers, a standard SNR noise
window would have a good SNR value for an air-wave arrival,
whereas using a noise window directly before the air-wave pick
would include the energy from the P-wave arrival and reduce
the SNR.

The same AIC autopicker was applied to the vertical DAS
(DASV) and horizontal DAS (DASH) records. Channels
every 10 m were used from the DASH array. Channels from
166 to 346 m along the length of the DASV cable were used
because this was the segment of the cable that was sufficiently
coupled with the well to yield clear signals. Channels every 5 m
were used to balance the number of receiver locations at depth
against the amount of overlap in signals due to the 10 m gauge
length. The SNR of the vibe source was only high enough to
pick arrivals for the 17 nearest vibe locations for DASV, yield-
ing 305 picks for stage 3 and 323 for stage 4. For DASH,
45,989 arrivals were picked for stage 4. SNR ratios for each
point were measured using a set noise window because the air-
wave did not complicate the P-wave arrival in the DAS data.

In Figure 6, we show examples of representative picks on
DAS channels compared with picks on nearby nodes. The fig-
ure illustrates both the differences in the character of the two
data types and the difficulty of making high-quality picks. Re-
call that the DAS system yields records of strain rate, whereas
the nodal instruments provide velocity records. Note also that
the nodal records are from the vertical channel, which was used
for autopicking, but the DAS records are of horizontal strain
rate. Thus, the data shown compare the records that were used
for picking rather than represent an apples-to-apples compari-
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▴ Figure 5. (a) Pick times from the Akaike information criterion (AIC) autopicker overlain on the stacked cross-correlation waveforms
plotted by distance from the source. Inverted triangles mark the pick times and circles mark the bounds for making picks. (b) Pick times
from the short-term average/long-term average ratio (STA/LTA) autopicker overlain on the stacked cross-correlation waveforms plotted
by distance from the source. Inverted triangles mark the pick times and circles mark the bounds for making picks.
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son of the waveforms. See Wang et al. (2018) for a detailed
comparison of the two data types for equalized records of a
regional earthquake—that is, nodal data transformed to strain
rate and DAS data transformed to particle velocity. Here, we
note that the nodal records typically have more high-frequency
content and a higher signal-to-noise ratio. The former can be

attributed at least in part to the intrinsic differ-
ence between velocity records, which are a tem-
poral derivative of particle displacement at a
point, and strain-rate records, which are a tem-
poral derivative of spatial strain averaged over
the gauge length.

Tomographic Inversion
To obtain a 3D VP model, we used the
simul2000 tomography code (Thurber and
Eberhart-Phillips, 1999). Source and receiver lo-
cations were transformed into a Cartesian coor-
dinate system centered on the southwest corner
of the inner portion of the nodal seismometer
array at 39.8010° N and 119.0108° W, with the
Y axis oriented at about 36° azimuth to be par-
allel to the average north-northeast strike of
the normal faults and the long axis of the study
area (Fig. 3). Sources and receivers were mod-
eled at their true elevations. The inversion grid
for the final model is 2000 m long in the X
direction and 1300 m wide in the Y direction,
with horizontal spacing of the grid nodes of
100 m except for the outside edges where the
spacing is 200 m. Grid nodes in the Z direction
were positioned at 1250 m (close to the sur-
face), 1230, 1210, 1190, 1150, 1100, 1050,
1000, 900, 800, and 600 m, with 0 m corre-
sponding to the World Geodetic System 1984
(WGS84) ellipsoid.

The simul2000 code (Thurber and Eber-
hart-Phillips, 1999) uses the pseudobending
method of Um and Thurber (1987) for raytrac-
ing and employs a damped least-squares inver-
sion. A damping parameter governs the trade-
off between data misfit and model perturba-
tions. The code also provides complete informa-
tion on model resolution and uncertainty. We
constructed a trade-off curve to compare the
model results for final misfit versus total model
perturbation (variance) for damping values of
0.02, 0.1, 0.5, 2, 8, and 40. The “knee” of the
trade-off curve was found at a damping value of
2. Based on the diagonal elements of the model
resolution matrix (Aster et al., 2012) that are
computed by the simul2000 algorithm, we find
that model resolution is reasonably good above
∼1000 m elevation (∼250 m below surface) in
the 1500 m by 500 m target area. A checkerboard
test with 100 m size anomalies supports this result

(Fig. 7). The velocity anomalies were recovered within 1% for
nearly 70% of the grid nodes. We note that tomographic inver-
sions, including the DAS data, provided substantially improved
model resolution compared with ones without the DAS data,
although the resulting velocity model values themselves were
not very different (typically within 1%–2%).
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▴ Figure 6. (a,b) Comparison of nodal data (left panels, with node number and
distance from the vibe point indicated) with DAS data (right panels, with DAS chan-
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electronic edition.
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RESULTS AND DISCUSSION

Figure 8 shows horizontal slices and Figure 9
shows northwest-to-southeast-oriented cross
sections of the VP model for the tomographic
inversion using P-wave picks from the nodal
seismometers, DASH, and DASV. In the near-
surface slices, low-velocity zones dominate the
model. These velocities are consistent with the
expected values of the alluvial deposits found
near the surface (Fig. 2; Queen et al., 2016).
Based on well-log lithologies (Figs. 3a and 10),
the alluvial deposits extend to greater depths in
the northern part of the study area compared
with the southern part. In the southern well,
56A-1 (Fig. 10f ), an alluvium thickness of
∼50 m (Z ∼1200 m) is consistent in depth
with a transition from slower (< 1500 m=s) to
faster (> 2000 m=s) velocities, a transition that
is present in much of the southern part of the
model (Figs. 8 and 9). The seismic velocity of
water-saturated sediments generally exceeds the
speed of sound in water (about 1480 m=s)
but is dependent on porosity, water saturation,
and lithology (e.g., Mavko et al., 2009). In the
northern well logs, the Quaternary alluvial de-
posits extend to greater depths, and the depth

▴ Figure 7. Checkerboard test results at 150 m depth. (a) Input anomalies and
(b) recovered anomalies. The color version of this figure is available only in
the electronic edition.

▴ Figure 8. Representative depth slices through the 3D V P model, at elevations Z with respect to the World Geodetic System 1984 (WGS84)
ellipsoid of (a) 1200 m, (b) 1150 m, (c) 1100 m, and (d) 1050 m. Contours are at 1000 m= s intervals. Thick lines are intersections of faults (from
Siler et al., 2016) with each depth slice. The rectangle is the target region, as shown in Figures 3a,b. Black and white diamonds in (a) are
fumaroles and mudpots, respectively. (e) V P color scale. The color version of this figure is available only in the electronic edition.
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of this velocity transition zone is fairly uniform, but transition
depth in the velocity model does not occur at the same depth as
boundaries in the logs (Fig. 10). This may be due to the presence
of the water table or perched water just above the Tertiary de-
posits, which could imply the presence of water at a shallower

depth than the reported regional value of ∼100 m (Patterson
et al., 2017). Alternately, the velocity changes could be related
to changes in water saturation, porosity, or other factors.

In the rest of the study area, the faster velocities
(∼2400–3000 m=s) at greater depths (elevation < ∼1100 m)

▴ Figure 9. Representative northwest to southeast cross sections through the 3D V P model, at Y coordinates of (a) 1500 m (northeast edge
of the target region), (b) 1200 m, (c) 900 m, (d) 600 m, (e) 300 m, and (f) 0 m (southwest edge of the target region). Contours are at 1000 m= s
intervals. Elevations, Z, are with respect to the WGS84 ellipsoid. Thick lines are intersections of faults (from Siler et al., 2016) with each cross
section. Fault dips are generally ∼50°–60°. Black and white diamonds are fumaroles and mudpots, respectively. (g) VP legend. The color
version of this figure is available only in the electronic edition.
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▴ Figure 10. Comparisons of lithology from well logs (Siler et al., 2016) and V P from each well’s location in the 3D V P model. See Figure 3a
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conglomerate. The color version of this figure is available only in the electronic edition.
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fall within the reported seismic velocities for tuff (Wohletz and
Heiken, 1992) and sedimentary deposits (Bourbié and Coussy,
1987). We interpret the abrupt lateral changes in velocity
visible in the cross sections (Fig. 9) as faults juxtaposing rocks
with different seismic velocities. In particular, the high VP at
depth in the Y � 300 m cross section in the central part of the
model (Fig. 9e) is approximately bounded by faults with much
lower velocities on either side. Similar structures can also be
seen in the Y � 1200 and 1500 m cross sections at depth
on the southeast side of the model (Fig. 9a,b). The other main
feature that is apparent at shallow depths, particularly in the
Z � 1200 m slice (Fig. 8a, ∼50 m below the surface), is
the zone of low velocities that strikes northeast, roughly parallel
to and along the northwest edge of the long (Y ) axis of the
study area. The low velocities extend to greater depth (Fig. 8b)
and are closely aligned with the trend of the major faults and
the trend of fumaroles and mudpots (Figs. 8b, 9e).

CONCLUSIONS

We performed P-wave velocity tomography for the Brady Hot
Springs geothermal field using active-source data from a com-
bined array of DAS and nodal seismometers. Cross correlation
proved to be better than deconvolution for removing the vi-
broseis sweep signal from the recorded waveforms for this data-
set. Autopickers were successful at picking the P-wave arrival
for both types of data, although the downhole DAS had a very
limited range of distance to the vibe locations for which the
arrivals were discernable. In general, the nodal data showed
higher signal-to-noise ratios and more high-frequency content
than the DAS data, as expected because the DAS data are 10 m
averages of strain rate, whereas the nodal data are point mea-
surements of ground velocity. The P-wave velocity model
showed clear velocity contrasts across a number of faults in-
ferred by previous studies (Jolie, 2014; Jolie et al., 2015; Siler
et al., 2016). Low-velocity zones near the surface are found
close to fumarole locations, and there is a marked increase
in velocity near the bottom of the injection wells. Comparisons
with available well logs show a reasonable correspondence be-
tween velocity and lithology, but suggest a somewhat shallower
water table than a regional estimate. Future work will include
an effort to increase the number and improve the quality of the
picks using more sophisticated methods.

DATA AND RESOURCES

The data used herein are available on the Geothermal Data
Repository at http://gdr.openei.org/, keyword: PoroTomo.
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